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1 Introduction

Ever since Stigler (1964), a focus of cartel theory is to explain how cartels could

enforce collusive agreements given their limited ability to monitor their members.

There are two strands of literature. One strand assumes that prices are publicly

observed and focuses on the issue of private cost information. Athey and Bagwell

(2001) and Athey, Bagwell, and Sanchirico (2004) study the optimal collusion

scheme in dynamic Bertrand games in which prices are publicly observed and

each firm receives a privately observed cost shock in each period, and Athey and

Bagwell (2008) study the same issue while allowing for each firm’s cost shocks

to follow a Markovian process. Hörner and Jamison (2007) consider a framework

similar to Athey and Bagwell (2001) but without allowing for communication.

Escobar and Toikka (2010) study general two-player Bayesian games in which

the private information of each player also follows a Markovian process. Both

show that first-best can be achieved asymptotically when players are sufficiently

patient. Athey and Segal (2007) and Bergemann and Välimäki (2010) propose

efficient mechanisms in a dynamic environment with private information.1

Another strand of the literature assumes costs are publicly observable and

focuses on the issue of secret price cutting. Green and Porter (1984) show that

in a repeated Cournot game with stochastic demand a cartel that observes the

common price but not the sales of individual firms may use a price war as a

collective punishment to deter the firms from secretly raising outputs. Harrington

and Skrzypacz (2007) analyze a similar problem but in the context of repeated

Bertrand competition. They show that a cartel that observes sales rather than

prices can enforce a collusive agreement by requiring each colluding firm to pay

other firms in the cartel a side-payment proportional to its output. These side-

payments effectively serve as an output tax that discourages firms from secretly

cutting price.2 Harrington and Skrzypacz (2011) extends their 2007 model to the

1Other related works include Athey and Miller (2007) and Miller (Forthcomming), Aoyagi

(2003), Skrzypacz and Hopenhayn (2004), and Blume and Heidhues (2006).
2Aoyagi (2002) analyzes collusion in a repeated Betrand game in which the demand shocks

are positively correlated.
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case where the cartel observes neither prices nor sales.3

While these two strands of literature has greatly deepened our understanding

on how a cartel can overcome the private-cost-information problem and the secret-

price-cutting problem separately, there has been little work on how these two

problems can be tackled jointly. There is no economic reason why either costs,

prices, or sales must be publicly observable. On the contrary, one would expect

in many industries firms would have some private information about all three

of them. Even firms that produce homogenous products may have significantly

different costs due to technological and productivity differences. In a recent case

study, Harrington (2006) notes that many cartels relied primarily on the sales and

pricing information supplied by the firms. Given that collusion is illegal, it would

be difficult for a cartel to devise a mechanism that would make it impossible for

a firm to lie without arousing the suspicion of the antitrust authority.

In this paper we argue that a natural way to prevent a firm from lying about

its costs and secretly cutting price is to punish it when the profits of the other

firms are low. After all, the only reason a cartel would want to prevent these

actions is because they hurt the profits of the other firms. Furthermore, if the

original agreement is efficient, then the private gains a firm can obtain from any

form of cheating must be outweighed by the total loss of the other firms; therefore,

a firm would have no incentive to cheat if it is held responsible for the profits of

the others. We formalize this idea in a model of repeated oligopoly and identify a

set of conditions under which a cartel can enforce a collusive agreement without

observing any of the prices, costs, and sales of the firms.

Our enforcement scheme is similar to the classic AGV mechanism in that it

also use transfers to internalize the externalities of individual actions. However,

there are several important differences between the two mechanisms. Whereas

under the AGV mechanism an agent’s transfer depends only on his reported type,

under our scheme a firm’s transfer depends both on its reported cost type and the

3More broadly, similar issues are also investigated in the literature of repeated games with

communication under private monitoring. See, Aoyagi, 2002, Kandori and Matsushima, 1998,

Compte, 1998, Fudenberg and Levine, 2007, Obara, 2009, and Zheng, 2008.
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reported profits of the other firms. Furthermore, to limit the efficiency loss due

to private monitoring, the transfer of each firm under our scheme is increasing in

the profits of the other firms only up certain profit targets. Once a firm’s profit

is above its target, the transfers of the other firms are no longer tied to it. As a

result, a firm which have secretly cut price may escape punishment when a positive

demand shock masks the effect of the price cut. A key part of our argument is

to show that, despite this truncation problem, firms could still be motivated to

comply with the collusion agreement.

The greatest strength of our scheme is its versatility. It applies to both price

and quantity competition and allows for a wide set of stochastic demand functions.

The firms’ products can be substitutes or complements, and there is no restriction

on the correlations between the demand shocks of the firms. In his seminal work

on collusion, Stigler (1964) points out there is no “single” collusive price. In many

industries not only do firms produce many multiple products, they may also sell

in different geographical markets or charge different customers different prices. In

Section 5 we show that the scheme can be easily generalized to a setting where

each firm is choosing a vector of prices. Furthermore, the main feature of our

scheme—that each firm should be punished when the profits of the other firms

in the cartel fall below certain targets—is broadly consistent with the practice of

many real-life cartels. Firms in the citric acid cartel, for example, agreed to a set

of sales quotas, and firms that sold above quota were required to purchase product

from those that sold below.4 Although our scheme may not fully maximize the

cartel profit, we show that when the “size” of the demand shocks is small the

cartel profit would be close to the monopoly profit so that any difference between

the cartel profit under our scheme and that under the optimal scheme must be

small.

Our model is related to Athey and Segal (2007) and Harrington and Skrzypacz

(2011). Athey and Segal (2007) use a generalized AGV mechanism to support

4Harrington (2006) reports that some form of compensation schemes were used in the cartels

in the market for choline chloride, citric acid, lysine, organic peroxides, sodium gluconate, sor-

bates, most vitamins, and zinc phosphate. Also see Harrington and Skrzypacz (2011), Levenstein

and Suslow (2006).
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efficient collusion when agents’ private types are correlated over time. Their model

allows an agent to choose a private action, but the action is allowed to affect only

the agent’s own payoff. As a result, their model does not apply to our oligopoly

setting where the action of a firm affects the profits of the other firms. Harrington

and Skrzypacz (2011) introduce a collusion scheme in a repeated Bertrand game

where a cartel can observe the costs but not the sales and prices of the firms. Our

model is more general in that it allows firms also to have private cost information.

Another key difference between our enforcement scheme and that of Harrington

and Skrzypacz (2011) lies in the way penalties are decided. Whereas the scheme

of Harrington and Skrzypacz (2011) punishes a firm when it reports high sales,

ours punishes it when other firms report low sales. Since under the scheme of

Harrington and Skrzypacz (2011) firms are punished when they report high sales,

they would have an incentive to under-report. They show that the firms can be

induced to report their sales truthfully when the total industry demand is close to

completely inelastic. Our scheme requires no such restriction and can be applied

to industries that are subject to aggregate demand shocks.

2 Model

2.1 Demand

We consider an infinitely repeated oligopoly game. Let N denote a set of n firms,

each with constant marginal cost. In each period t = 1, ...,∞, each firm i chooses

an “action” ai from a compact interval Ai ⊂ <+. Let a ≡ (a1, ..., an) denote an

action profile and A ≡ Πn
i=1Ai the set of action profiles. The market “outcome”

for each firm i is a function of a and ε, a vector of random shocks. Let at denote

the action profile chosen in period t.5 Firm i’s “outcome” of the oligopoly game

in period t is denoted by

yti = yi
(
at, εt

)
∈ <+,

5More generally, for any variable x we use xt to denote the value of that variable in period t.

5



where yi is the outcome function of firm i, and at and εt are the action profile and

a real vector of random shocks, respectively, in period t. Our model encompasses

both price and quantity competition. In the former case, ai would be firm i’s price

and yi its sales, and in the latter vice versa. We assume that the random shock

εt is identically and independently distributed across t according to an atomless

probability measure F on a compact support Ω. For each firm i, yi is positive for

all a ∈ A and ε ∈ Ω, and integrable in ε.6 Let

yi (a) ≡
∫
ε∈Ω

yi (a, ε) dF (ε)

denote firm i’s expected outcome, and let

ỹi (a, y
′
i) ≡

∫
ε∈Ω

min (yi (a, ε) , y
′
i) dF (ε)

denote firm i’s expected outcome truncated from above at y′i. We assume that yi

is continuous in (a, ε), and, for any a ∈ A and j ∈ N , differentiable in each aj

except for a measure-zero set of ε. This implies that both yi (a) and ỹi (a, y
′
i) are

differentiable in aj, with7

∂yi (a)

∂aj
=

∫
ε∈Ω

∂yi (a, ε)

∂aj
dF (ε) ;

∂ỹi (a)

∂aj
=

∫
ε∈{ε′∈Ω|yi(a,ε′)≤y′i}

∂yi (a, ε)

∂aj
dF (ε) .

In addition to the technical assumptions described above, we shall make three

substantive assumptions about yi.

Assumption 1. For any i, j ∈ N , i 6= j, yi is monotone in aj, and whether yi

increases or decreases in aj is independent of ε.

Assumption 2. For any i, j ∈ N , i 6= j, a−j ∈ A−j, a′j, a′′j ∈ Aj, and y′i ∈ <+,

∂ỹi(a′j ,a−j ,y′i)
∂aj

∂yi(a′j ,a−j)
∂aj

≤
∂ỹi(a′′j ,a−j ,y′i)

∂aj

∂yi(a′′j ,a−j)
∂aj

, (1)

6The assumption that yi is positive means that a firm can dispose of its product freely in the

case of quantity competition.
7See, e.g., Theorem 20.4 of Aliprantis and Burkinshaw (1990).
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when yi
(
a′j, a−j, ε

)
≥ yi

(
a′′j , a−j, ε

)
for all ε and the denominators on both sides

of the inequality are non-zero.

Assumption 3. For any i, j ∈ N , i 6= j there exists some finite η > 0 such that

for all a ∈ A, ∣∣∣∣∂yi (a, ε)∂aj

∣∣∣∣ ≤ η

∣∣∣∣∂yi (a)

∂aj

∣∣∣∣ for almost all ε ∈ Ω.

Assumption 1 says that the products of any firms i and j are either substitutes

for all ε or complements for all ε. By definition,

∂ỹi
(
a′j, a−j, y

′
i

)
∂aj

≤
∂yi
(
a′j, a−j

)
∂aj

.

Because of the truncation output function ỹi can only partially capture the marginal

effect of aj on yi, and the fraction captured varies with aj. Assumption 2 says

that the fraction captured is smaller when firm j is choosing an action that leads

to a higher outcome for firm i.8 Finally, Assumption 3 says the marginal effect of

aj on yi is uniformly bounded across ε as a fraction of the average marginal effect.

This rules out the pathological case where the marginal effect is concentrated on

an arbitrarily small subset of ε.

Assumptions 1 to 3 are satisfied by a wide range of outcome functions. The

following examples are commonly used in the industrial organization literature.

Example 1 (Linear Outcome). The random shock is an n×n vector ε ≡ (ε10, ...,

ε1n, ..., εn0, ..., εnn), and the outcome for each firm i is

yi (a, ε) = εi0 +
n∑
j=1

εijaj.

Example 2 (Log-Linear Outcome). The random shock is a 2n vector ε ≡ (ε10, ε11,

..., εn0, εn1), and the outcome for each firm i is

yi (a, ε) = εi0a
εi1
i Πj 6=ia

lij
j ,

where lij, i 6= j, are constant.

8That is, the fraction captured is smaller if firm j chooses a higher price in the case of

Bertrand competition and a lower quantity in the case of Cournot competition
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Example 3 (Truncated Linear Outcome ). The random shock is an n vector

ε ≡ (ε1, ..., εn), each εi has a compact support [εi, εi], and the density of the

marginal distribution of each εi is strictly positive, differentiable, and log-concave

for any εi ∈ [εi, εi]. The outcome for each firm i is

yi (a, ε) = max

(
εi +

n∑
j=1

lijaj, 0

)
.

Example 4 (Logit Outcome). The random shock ε has a compact support [ε, ε],

and the density is strictly positive, differentiable, and log-concave for any ε ∈ [ε, ε].

The outcome of each firm i is

yi (a, ε) =
exp(−liai)

ε+
∑n

j=1 exp(−ljaj)
.

In Examples 1 and 2 the random shocks enter the demand function additively

and multiplicatively. There is no restriction on the distribution of the random

shocks, except that in Example 1, each εij must be either always positive or

always negative so that yi is monotone in aj, and Ω and A must be chosen so that

yi is always positive, and in Example 2 each εi0 must be positive to ensure that

yi is positive. In Examples 3 and 4, firm i’s outcome is non-linear in the random

shocks. In these cases, we have to impose a stronger restriction on the distribution

of the random shocks. Note that in Examples 1-3, there is no restriction on the

correlation between the firms’ outcomes. Thus, unlike Harrington and Skrzypacz

(2011), our model applies to industries with aggregate demand shocks. It is clear

that these examples satisfy Assumptions 1 and 3. We shall discuss why they also

satisfy Assumption 2 in Section 4.

We now turn to the supply side of the market. We assume that each firm i’s

marginal cost, ci, is subject to firm-specific shock in each period. Let cti denote firm

i’s marginal cost in period t. We assume cti is identically and independently dis-

tributed across i and t on a compact interval Ci ⊂ <+ according to a distribution

Gi. The cost shocks and the demand shocks are independent, both contempora-

neously and over time. Write C for Πn
i=1Ci. Let c = (c1, ..., cn) ∈ C denote a cost

profile and c−i a cost profile minus ci, and let G and G−i denote the distribution of
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c and c−i, respectively.9 Both F and (G1, . . . , Gn) are common knowledge among

firms. Firm i’s profit is equal to

πi (a, ci, ε) ≡ Φ1 (ci, ai) yi (a, ε) + Φ2 (ci, ai)

The functional forms of Φ1 and Φ2 depend on whether the firms compete in price

or quantity. In the former case Φ1 (ci, ai) ≡ (ai − ci) and Φ2 (ci, a) ≡ 0; in the

later Φ1 (ci, ai) ≡ ai and Φ2 (ci, a) ≡ −ciai.
A cost-action profile α : C → A is a function that maps each cost profile c

to an action profile α (c) = (α1 (c) , ..., αn (c)) ∈ A. Let A denote the set of all

cost-action profiles. For any cost-action profile α, let

πi (α) ≡
∫
c

∫
ε

πi (α (c) , ci, ε) dF (ε) dG (c)

and

Π (α) ≡
n∑
i=1

πi (α)

denote the expected profit of firm i and the expected total cartel profit when the

cost-action profile α is chosen, respectively.

Let α∗ denote a cost-action profile such that for each c ∈ C, α∗ (c) maximizes

n∑
i=1

∫
ε∈Ω

πi (a, ci, ε) dF (ε) .

In general, for any particular c ∈ C, α∗ (c) may not be unique or be in the interior

of A. For example, it is possible that a particular high-cost firm i should be shut

down to maximize the total cartel profit. If the firms are competing in quantity,

then α∗i (c) should be 0, which must be the lower bound of Ai. If the firms are

competing in price, then α∗i (c) could be any sufficiently large number so that

yi (a
∗
i ) = 0.

Given our assumptions, the incomplete-information oligopoly game where each

firm i chooses ai independently after observing ci has a pure-strategy Bayesian-

Nash equilibrium.10 We denote this equilibrium by the cost-action profile αNE.

9In general, for any vector x, x−i denote the vector minus the i-th element.
10See Fudenberg and Tirole (1991), Theorem 6.3.
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Since the equilibrium action of firm i depends only on ci, α
NE
i (ci, c−i) = αNEi

(
ci, c

′
−i
)

for all ci ∈ Ci and c−i, c
′
−i ∈ C−i. By definition, for any firm i and any c ∈ C,

αNEi (c) ∈ arg max
ai∈Ai

∫
c

∫
ε

πi (ai, α−i (c) , ci, ε) dF (ε) dG−i (c−i) .

2.2 Timing and Information

In each period t each firm i chooses ati after observing cti. Then each firm i observes

its own outcome yti after εt, which is not directly observable, is realized. We assume

that cti, a
t
i, and yti are all private information. In every period the firms meet

twice to exchange information, first after the marginal costs but before actions

are chosen, and then again after outcomes are realized. Following Harrington and

Skrzypacz (2011), we allow firms to exchange side-payments at the end of each

period.

Specifically, the time-line of each period t is as follows: (1) each firm i first

privately draws a cost parameter cti from Ci; (2) it then sends a cost report ĉti ∈ Ci
to the other firms; (3) after receiving the cost reports from the other firms, firm

i chooses ati; (4) the demand shock εt is realized; (5) firm i observes its outcome

yti and updates its belief about εt; (6) it sends an outcome report ŷti to the other

firms; (7) after receiving the outcome reports from the other firms, it makes a

side-payment τ tij ≥ 0 to each firm j; these payments are publicly observed by all

firms; (8) finally, it observes the outcome ωt of a public randomization device that

is uniformly distributed between 0 and 1.11 See Figure 1.

t

ct is drawn

firms report ĉt

firms choose at

εt is realized

firms observe yt

firms report ŷt

firms pay τ t

ωt is realized
t+ 1

Figure 1: Timeline.

11The existence of a public randomization device, a standard assumption in the literature,

allows firms to correlate their continuation strategies in future periods.
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In period t each firm must decide what cost to report, what action to take,

what outcome to report and, finally, how much to pay the other firms. Let ĉt =

(ĉt1, ..., ĉ
t
n) denote a profile of cost reports, and ŷt = (ŷt1, ..., ŷ

t
n) a profile of outcome

reports. A cost-reporting strategy for firm i is a function ρi : Ci → Ci that

maps firm i’s marginal cost cti into a cost report ĉti ∈ Ci. An action strategy is a

function γi : C → Ai that determines firm i’s period-t action, ati, on the basis of

cti, firm i’s own marginal cost and ĉt−i, the cost-report profile of all firms j 6= i.

An outcome-reporting strategy is a function ri : C × <+ → <+ that determines

firm i’s outcome report, ŷti , on the basis of cti, ĉ
t
−i, and yti . Finally, a transfer

strategy is a function bi : C × <n−1
+ → <n+ that maps cti, ĉ

t
−i, and ŷt−i to a vector

of side-payments τ ti = (τ ti1, ..., τ
t
in).12 A reduced-normal-form stage-game strategy

for firm i is a quadruple (ρi, γi, ri, bi).
13

A history of the game is an infinite sequence{
εt, ct, at, yt, ĉt, ŷt, τ t, ωt

}∞
t=1

.

At the beginning of period t (before observing the marginal cost of that period)

each firm will have observed a public history htpub that includes the cost reports,

outcome reports, side-payments, outcomes of the randomization device in the first

t− 1 periods. In addition, firm i will have observed a private history hti of its own

costs, actions, and outcomes. Firm i’s information at the beginning of period t

includes both htpub and hti. A repeated-game strategy for firm i, denoted by σi, is

a function that maps in each period t firm i’s private information to a stage-game

strategy. The firms discount future profits by a factor δ < 1.The expected average

discounted profit for firm i under strategy profile σ = (σ1, σ2, . . . , σn) is equal to

vi(σ) = (1− δ)
∞∑
t=1

δt−1E

[
πi
(
at, cti, ε

t
)

+
∑
j 6=i

(
τ tji − τ tij

)∣∣∣∣∣σ
]
,

where the expectation is taken over the distribution of histories induced jointly

12We assume firm i also pays itself a side-payment to simplify notations. Its value obviously

has no significance.
13Allowing γi to depend also on ĉi will lead to more tedious notations without changing the

result. The same is true for ri and bi.
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by σ, F , and G. The solution concept we use is perfect public equilibrium.14

A repeated-game strategy of a firm is a public strategy if the firm’s stage-game

strategy in any period depends only on the public history up to that period.

A strategy profile is a perfect public equilibrium if the strategy of each firm is

public and if the continuation strategy profile after any public history is a Nash

equilibrium in the continuation game.

3 Result

The cartel ideally would like to implement the cost-action profile α∗ in every

period to maximize the total cartel profit. In general this would mean allowing

firms with lower costs to produce more, and compelling each firm to choose an

action that, given the actions of the other firms, does not maximize the firm’s

own profit. If actions were observable, it could implement α∗ by applying an AGV

mechanism in every period. If costs were observable, then the cartel problem would

reduce to one of private monitoring. Harrington and Skrzypacz (2011) propose a

mechanism to deal with this problem in a model of repeated price competition.

But to apply their mechanism, a cartel must be able to calibrate the penalty

for over-production so that each firm has the incentive to charge the exact right

price. This becomes impossible when the cartel does not know the firms’ marginal

cost, as a firm’s incentive to cut price depends on its cost. Because a firm can

lie about its cost, deviate from its collusive action, and mis-report its outcome at

the same time, a cartel cannot treat the private-cost-information problem and the

private-monitoring-problem separately by first using an AGV mechanism to elicit

the costs and then applying the Harrington-Skryzpacz mechanism to induce the

right actions.

The contribution of this paper is to introduce a collusion enforcement scheme

that allows for both private cost information and private monitoring. To introduce

our main result, we need to introduce a measure of the “size” of the demand shock.

14See, e.g., Definition 5.3 of Fudenberg and Tirole (1991) for a formal description of a perfect

public equilibrium.
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Consider the following inequality:

F (ε ∈ Ω s.t. |∃i ∈ N , (yi (a∗ (c) , ε)− yi (a∗ (c))) /yi (a
∗ (c))| ≥ κ) ≤ κ. (2)

The left-hand side of (2) is the probability that some firm i’s output is different

from the mean by a factor of κ or more when the action profile a∗ (c) is chosen.

When this probability is less than some small κ, the distribution of every firm i’s

output is concentrated around the mean. In the following we say that the size of

the demand shocks is smaller than κ if (2) holds.

Proposition 1. Suppose the demand system satisfies Assumptions 1-3. Then

given any ζ > 0, there exists δ and κ such that for any δ ≥ δ there is a perfect

public equilibrium σ with

n∑
i=1

vi(σ) ≥ Π (α∗)− ζ

if the size of the demand shocks is smaller than κ.

Proposition 1 says that there is a perfect public equilibrium in which the ex-

pected cartel profit is arbitrarily close to the monopoly profit if the firms are

sufficiently patient, the demand shocks are sufficiently small, and the demand sys-

tem satisfies Assumptions 1-3. The key step of the proof is to design incentives

that implement α∗. In the following we provide a brief outline of the main issues.

Details are left to the next section.

It is useful to focus on the incentives in a particular period. Consider a one-

shot collusion game defined by steps 1-5 of the last section. But instead of making

side-payments, each firm i directly receives a transfer wi that is a function of ĉ

and ŷ. The total payoff for firm i in this game is

πi (a, ci, ε) + wi (ĉ, ŷ) .

Since there is no external source of funding in the original repeated game, the

total transfer must be negative; that is,

n∑
i=1

wi (ĉ, q̂) ≤ 0, for all (ĉ, ŷ) ∈ C ×<n+. (3)
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As a cartel can destroy surplus through a costly price war, the total transfer can

be strictly negative. But the discounted cartel profit will be low if the amount of

surplus destroyed is large. The task, therefore, is to find a set of “not-too-costly”

transfers such that it is a Nash equilibrium for each firm i to report ci and yi

truthfully and chooses the action α∗i (ĉ).

Our basic approach is to tie the transfer of a firm to the profits of the other

firms. Recall that the profit of a firm depends solely on its own cost, action, and

outcome.15 Given the reports ĉ and ŷ, we can calculate what the profit of firm j

would be assuming that its cost and outcome are ĉi and ŷi and its action is α∗i (ĉ).

Let

π̃j (ŷi, ĉ) ≡ Φ1 (ĉi, α
∗
i (ĉ)) ŷi + Φ2 (ĉi, α

∗
i (ĉ))

denote the purported profit of firm j. We can implement α∗ in the one-shot

collusion game by setting for each firm i

wi (ĉ, ŷ) =
∑
j 6=i

π̃j (ŷj, ĉ) + Li (ĉ−i) ,

where Li is any function that depends only on the cost reports of firms j 6= i.16

Since wi is independent of ŷi, no firm would gain by lying about its outcome.

Furthermore, since α∗ maximizes the expected cartel profit, any cheating, whether

by lying about its cost, or by deviating from the equilibrium action, or both, must

hurt the other firms more than it helps firm i. It follows that each firm i would

have an incentive to report its cost truthfully and choose α∗i when other firms are

doing the same.

The problem with implementing α∗ in this way is that the resulting efficiency

loss is likely to be large. To conform with (3), we have to choose Li, i = 1, ..., n,

such that for any c ∈ C
n∑
i=1

Li (c−i) ≤ − (n− 1) sup
ε∈Ω

n∑
i=1

πi (α
∗
i (c) , ci, ε) .

This means that the firms as a group will be punished whenever the realized

cartel profit is lower than that under the most favorable demand shock. The total

15A firm’s profit is affected by the actions of the other firms only indirectly through its outcome.
16Note that Li cannot depend on ŷ−i because ai may affect ŷ−i indirectly through y−i.
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expected transfer would be equal to

n∑
i=1

∫
c

∫
ε

wi (c, y (α∗ (c) , ε)) dF (ε) dG (c)

≤ (n− 1)

(
Π (α∗)−

∫
c

sup
ε∈Ω

n∑
i=1

πi (α
∗
i (c) , ci, ε) dG (c)

)
. (4)

Note that, fixing C and Ω, the second bracketed term on the right-hand side of

(4) would be bounded above from zero even when the distribution of ε converges

to the mean, so long as the supremum of the total collusion profit is greater than

the mean.17

To avoid this problem, we will tie the transfer of each firm to the truncated

profit of the other firms. Specifically, for each i, ĉ, and ŷ, we set

wi (ĉ, ŷ) =
∑
j 6=i

λij (ĉ) (min (Kj (ĉ) , π̃j (ŷj, ĉ))−Kj (ĉ)) +Mi (ĉ) ,

where λij, Kj, and Mi are all functions of ĉ, and

n∑
i=1

Mi (ĉ) = 0 for all ĉ ∈ C.

Intuitively, under this set of transfers, each firm i is required to pay a fine only

when the profit of firm j 6= i is below a profit target Kj (ĉ). As the distribution of

ε converges to the mean, the probability that a firm’s profit is significantly below

the mean goes to zero. We could, therefore, keep the total expected transfer close

to zero by setting each Kj (ĉ) slightly above the mean profit of firm j.

Because the incentives are truncated, the transfers will no longer fully internal-

ize the externalities of the firms’ actions. But it turns out that it is not necessary

for firm i’s transfer to increase one to one with the profits of the other firms.

For any cost profile ĉ and for any firm j 6= i, let Hij (ĉ, ai) denote the difference

between the expected value of

λij (ĉ)
(
min

(
Kj (ĉ) , π̃j

(
α∗j (ĉ) , yj

(
ai, α

∗
−i (ĉ) , ε

)
, ĉj
))
−Kj (ĉ)

)
,

17Note that Li could not be a function of ŷ−i because doing so would allow firm i to influence

Li indirectly through ai.
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the part of wi that ties to firm j’s profit and the actual expected profit of firm

j, as a function of firm i’s action, assuming that firms other than i are choosing

α∗−i (ĉ). Since α∗ maximize cartel profit, we only need to show that αi (c) maxi-

mizes Hij (ĉ, ai) with respect to ai for every ĉ ∈ C and every j 6= i. A key step

of the proof of Proposition 1 is to show that, under Assumptions 1 and 2, Hij is

single-peaked in ai. Hence, we can choose λij (ĉ) so that Hij is maximized when

ai = α∗i (ĉ) for every ĉ ∈ C.

Assumption 1, which requires that each yi is monotone in the action of each

firm j 6= i, is natural in the oligopoly setting. To clarify the restrictions imposed

by Assumption 2, we return to the examples in Section 2. In Examples 1 and 2,

the marginal effect of aj on yi can be written as

∂yi
∂aj

= ξij (a) ζij (a−j, ε) , (5)

where ξij is independent of ε, and ζij is positive and independent of aj. Let

Γ (y′i, a) ≡ {ε ∈ Ω|yi (a, ε) ≤ y′i}

denote the set of ε for which yi is less than any cutoff y′i. By factoring ξij (a) out

of the integrals, we have

∂ỹi(aj ,a−j ,y′i)
∂aj

∂yi(aj ,a−j)
∂aj

=

∫
ε∈Γ(y′i,aj ,a−j)

ζij (a−j, ε) dF (ε)∫
ε∈Ω

ζij (a−j, ε) dF (ε)
. (6)

Note that firm j’s action aj affects the right-hand side of (6) only through Γ (y′i, aj, a−j).

For any a′j, a
′′
j ∈ Aj, we have Γ

(
y′i, a

′
j, a−j

)
⊂ Γ

(
y′i, a

′′
j , a−j

)
if y

(
a′j, a−j, ε

)
>

y
(
a′′j , a−j, ε

)
for all ε. Hence, the ratio on the left-hand side of (6) would be

smaller under a′j than a′′j . Intuitively, firm j is punished only firm i’s outcome is

less than the cutoff y′i. Because firm i’s output is more likely to be lower than y′i

when firm j is choosing an action that lowers firm i”s outcome, firm i’s punish-

ment captures a bigger fraction of of marginal effect of firm j’s action when firm

j’s action reduces firm i’s outcome.

Having demand shocks that enter the outcome function addictively or multi-

plicatively is not the only way Assumption 2 can be satisfied. In Examples 3 and
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4, firm i’s outcome is of the form

yi (a, ε) = νi (ai)hi (χi (a) + εi) ,

with hi increasing and χi monotone in each aj. Since εi and χi (a) are not sepa-

rable, we cannot factor out the term containing aj as we do in Examples 1 and 2.

However, in these examples the value of ∂yi/∂aj depend solely on the sum of χi (a)

and εi. As χi becomes bigger due to firm j’s action, the same value of ∂yi/∂aj will

be associated with a smaller εi. We show in the appendix that when the density

of εi is log-concave, such a change would reduce the marginal effect captured by

the truncated profit function ỹi.

4 Proof of Proposition 1

4.1 Strategies

We will prove Proposition 1 by construction. In this section we first describe the

trigger-strategy profile used in the construction. Our equilibrium trigger-strategy

profile is characterized by two components: a probability function µ : <n+ → [0, 1],

and an n× n compensation matrix β, where each component βij : <2n
+ → [0,∞).

There are two states in trigger-strategy profile: collusive and non-collusive. Since

the firms’ continuation strategies depend only on the current state, we will drop

the superscript t.

The equilibrium starts off in the collusive state in period 1. In the collusive

state each firm i reports its cost ci truthfully, chooses the action α∗i (ĉ), and reports

the outcome yi truthfully. Let Λ (c) denote the set of outcome profiles with positive

densities when there is at most one firm i that does not choose α∗i (c).18 If ŷ ∈
Λ (ĉ), each firm pays βij(ĉ, ŷ) to each firm j, and in this case the equilibrium will

stay in the collusive state in the next period if ω > µ(ĉ, ŷ) and switch to the

non-collusive state if ω ≤ µ(ĉ, ŷ). Since ω is uniformly distributed between 0 and

1, the probability that the equilibrium will switch to the non-collusive state in

18Formally, Λ (c) ≡
{
y ∈ <n

+|∃ε ∈ Ω, i ∈ N , a ∈ A s.t. y (a, ε) = y, a−i = α∗−i (c)
}
.
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the next period is µ(ĉ, ŷ). If ŷ ∈ Λ (ĉ), but some firms do not make the required

payments, then the game will switch to the non-collusive state in the next period

with probability one. Finally, if ŷ /∈ Λ (ĉ), then the firms do not make any side-

payments, and the game will switch to the non-collusive state in the next period

with probability one. In the non-collusive state firm i sends the same cost report

c̃i, chooses the action profile αNEi (ĉ), sends the same outcome report ỹi, and make

no side-payments.19 The non-collusive state is absorbing. Once the equilibrium

enters the non-collusive state, it stays there forever.

In equilibrium firm i’s ex ante average discounted profit in the non-collusive

state is

vNi = πi
(
αNE

)
,

while the ex ante average discounted profit in the collusive state is

v∗i = (1− δ)

(
πi (α

∗) +
∑
j 6=i

(
βji − βij

))
+ δ

(
µvNi + (1− µ) v∗i

)
, (7)

where

βij ≡
∫
c

∫
ε

βij(c, y (α∗ (c) , ε) dF (ε) dG (c) ,

and

µ ≡
∫
c

∫
ε

µ(c, y (α∗ (c) , ε))dF (ε) dG (c) .

Let

wi (ĉ, ŷ) ≡
∑
j 6=i

(βji(ĉ, ŷ)− βij(ĉ, ŷ)) + δ (1− δ)−1 µ(ĉ, ŷ)(vNi − v∗i ) (8)

denote the sum of the net side-payments received by firm i in the current period

and the present value of the expected loss in future profit if the state switches to

the non-collusive state in the next period. Henceforth, we shall call wi firm i’s

“transfer” in the collusive state. Substituting (8) into (7) and rearranging terms,

we have

v∗i = πi (α
∗) +

∫
c

∫
ε

wi (ci, y (α∗ (c) , ε)) dF (ε) dG (c) .

Since the equilibrium starts in the collusive state, firm i’s average equilibrium

discounted profit is also v∗i .

19Any c̃i ∈ Ci and ỹi ∈ <+ will suffice.
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It is obvious that no firm can deviate profitably from the equilibrium strategies

in the non-collusive state. Hence, we can focus on the firms’ incentives in the

collusive state. First, consider the decision on side-payments. Conditional on

(ĉ, ŷ), firm i would receive a discounted profit equal to

wi(ĉ, ŷ) + δ (1− δ)−1 v∗i

in the continuation game if it makes the required side-payments at the end of the

collusive state (and other firms follow the trigger-strategy profile). If it reneges,

it would receive at most

δ (1− δ)−1 vNi +
∑
j 6=i

βji(ĉ, ŷ).

Hence, it would be optimal for firm i to make the required side-payments at the

end of the collusive state if

wi(ĉ, ŷ) + δ (1− δ)−1 v∗i ≥ δ (1− δ)−1 vNi +
∑
j 6=i

βji(ĉ, ŷ). (9)

Now, turning to the reporting and action decisions. Let ρ∗i denote the truth-

telling cost-reporting strategy and r∗i the truth-telling outcome-reporting strategy.

For any ρi and γi, let αρi,γi denote the cost-action profile induced by firm i choosing

(ρi, γi) and firms j 6= i choosing
(
ρ∗−i, α

∗
−i
)
. That is, for each j ∈ N and c ∈ C

αρi,γij (c) ≡

{
γi (c) if j = i

α∗j (ρi (ci) , c−j) if j 6= i
.

Suppose all firms j 6= i are to follow the trigger-strategy profile. Firm i would

receive an average discounted profit equal to

ui (ρi, γi, ri;wi) ≡ πi (α
ρi,γi) + δ (1− δ)−1 v∗i

+

∫
c

∫
ε

wi (ρi (ci) , c−i, ri (c, yi (α
ρi,γi (c) , ε)) , y−i (α

ρi,γi (c) , ε)) dF (ε) dG (c)

in the collusive state if it chooses cost-reporting strategy ρi, action strategy γi,

outcome-reporting strategy ri, sends side-payments βi to the other firms, and
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follows the trigger-strategy profile from the next period onward. Let Σi denote

the set of all cost-reporting, action, and outcome-reporting strategies. Assuming

that firm i is to make the required side-payments after any (ĉ, ŷ) ∈ C × <n+ and

follow the trigger-strategy profile thereafter, it would be optimal for it to choose

(ρ∗i , α
∗
i , r
∗
i ) in the collusive state if

(ρ∗i , α
∗
i , r
∗
i ) ∈ arg max

(ρi,γi,ri)∈Σi
ui (ρi, γi, ri;wi) . (10)

Lemma 1. A trigger-strategy profile (µ, β) is a perfect public equilibrium if (10)

holds and if (9) holds for each (ĉ, ŷ) ∈ C ×<n+.

Lemma 1, which follows immediately from the standard one-step-deviation

proof argument, provides a sufficient condition for a trigger-strategy profile (µ, β)

to constitute a perfect public equilibrium. In the following we establish Proposi-

tion 1 in two steps. First, we introduce a set of “transfers” w∗ that implements

(ρ∗, α∗, r∗) in the collusive state in the sense of (10), and show that for any ζ > 0

we can calibrate w∗ so that the expected “cost” for implementing (ρ∗, α∗, r∗) is

less than ζ when the size of the demand shocks is sufficiently small in the sense of

(2). We then show that when the size of the demand shocks is sufficiently small we

can generate the required w∗ in the repeated game with a trigger-strategy profile

(µ, β) such that (9) holds for each ĉ ∈ C and ŷ ∈ Λ (ĉ).

4.2 Stage-Game Mechanism

In this section we introduce a transfer scheme w∗ : C × <n+ → <n that induces

each firm i to choose (ρ∗i , α
∗
i , r
∗
i ) in the collusive state. Recall by Assumption 3

there exists η such that for all a′i∣∣∣∣∣∂yj
(
a′i, α

∗
−i (c) , ε

)
∂ai

∣∣∣∣∣ ≤ η
∂yj

(
a′i, α

∗
−i (c)

)
∂ai

almost all ε.

Throughout this section we assume that κ is sufficiently small that κη < 1.

The first step to define w∗ is to define a vector of profit-target functions K =

(K1, ..., Kn) and a set of “scaling factors” {λij}i,j∈N ,i 6=j.
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For each firm j and each c ∈ C we set firm j’s profit target at a level that

is greater than the expected profit of firm j when the firms choose α∗ (c) by

Φ1

(
cj, α

∗
j (c)

)
κ; that is,

Kj(c) ≡ Φ1

(
cj, α

∗
j (c)

)
yj (α∗ (c)) (1 + κ) + Φ2

(
cj, α

∗
j (c)

)
.

When firm j chooses α∗j (c), its profit will exceed Kj(c) if its outcome is greater

than

y′j (c) ≡
Kj(c)− Φ2

(
cj, α

∗
j (c)

)
Φ1

(
cj, α∗j (c)

) = yj (α∗ (c)) (1 + κ). (11)

To define the scaling factor λij, for each c ∈ C, let

B1
ij (c) ≡

{
a′i ≤ α∗i (c) |∂yj

(
a′i, α

∗
−i (c)

)
/∂ai 6= 0

}
;

B2
ij (c) ≡

{
a′i ≥ α∗i (c) |∂yj

(
a′i, α

∗
−i (c)

)
/∂ai 6= 0

}
.

For yj that increases in ai, we define

λij (c) ≡


supa′i∈B1

ij(c)

∂yj(a′i,α∗−i(c))
∂ai

∂ỹj(a′i,α∗−i(c),y′j(c))
∂ai

if B1
ij (c) is non-empty;

0 otherwise.

(12)

for yj that decreases in ai, we define

λij (c) ≡


supa′i∈B2

ij(c)

∂yj(a′i,α∗−i(c))
∂ai

∂ỹj(a′i,α∗−i(c),y′i(c))
∂ai

if B2
ij (c) is non-empty;

0 otherwise.

(13)

Note that when ∂yj (α∗ (c)) /∂ai is non-zero,

λij (c) =

∂yj(α
∗(c))

∂ai

∂ỹj(α∗(c),y′i(c))
∂ai

.

In this case, λij (c) is simply the inverse of the fraction of the marginal effect

of ai on yj captured by ỹj. We use the more general definition to allow for the

possibility that ∂yj (α∗ (c)) /∂ai = 0. Under Bertrand competition the cartel may

want an inefficient firm to sell zero unit by charging a very high price. In that
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case, a small change in the price of the inactive firm would not affect the sales of

the active firms.

To see that λij (c) is well-defined, note that

∂ỹj
(
a′i, α

∗
−i (c) , y

′
i (c)

)
∂ai

=
∂yj

(
a′i, α

∗
−i (c)

)
∂ai

−
∫
ε/∈Γ(y′j(c),a′i,α∗−i(c))

∂yj
(
a′i, α

∗
−i (c) , ε

)
∂ai

dF (ε)

≥
∂yj

(
a′i, α

∗
−i (c)

)
∂ai

− Pr
(
ε /∈ Γ

(
y′j (c) , a′i, α

∗
−i (c)

))
η
∂yj

(
a′i, α

∗
−i (c)

)
∂ai

≥
(
1− Pr

(
ε /∈ Γ

(
y′j (c) , α∗ (c)

))
η
) ∂yj (a′i, α∗−i (c))

∂ai

≥ (1− κη)
∂yj

(
a′i, α

∗
−i (c)

)
∂ai

. (14)

Thus, ∂ỹj
(
a′i, α

∗
−i (c) , y

′
i (c)

)
/∂ai > 0 whenever ∂yj

(
a′i, α

∗
−i (c)

)
> 0. Intuitively,

because firm j’s profit target is set strictly above the mean profit and the marginal

effect of ai is uniformly bounded over ε, the truncated outcome function ỹj must

capture part of marginal effect of ai when the distribution yj is concentrated

around the mean.

Given K and {λij}i,j∈N ,i 6=j, we define w∗ as follows. For any ĉ ∈ C and

ŷ ∈ Λ (ĉ), firm i’s transfer after (ĉ, ŷ) is defined to be

ŵi (ĉ, ŷ) ≡ ŵ1
i (ĉ, ŷ−i) + ŵ2

i (ĉi)−
1

n− 1

∑
j 6=i

ŵ2
j (ĉj) , (15)

where

ŵ1
i (ĉ, ŷ−i) ≡

∑
j 6=i

λij (ĉ) min (π̃j (ŷj, ĉ)−Kj (ĉ) , 0) ,

ŵ2
i (ĉi) ≡

∫
c−i∈C−i

∫
ε∈Ω

ŵ1
i (ĉi, c−i, y−i (α

∗ (ĉi, c−i) , ε)) dF (ε) dG−i (c−i)

−
∑
j 6=i

∫
c−i∈C−i

∫
ε∈Ω

πj (α∗ (ĉi, c−i) , cj, ε) dF (ε) dG−i (c−i) .

For any (ĉ, ŷ) ∈ C ×<n+, define firm i’s transfer after (ĉ, ŷ) as

w∗i (ĉ, ŷ) =

{
ŵi (ĉ, ŷ) if ŷ ∈ Λ (ĉ)

minĉ∈C,ŷ∈Λ(ĉ) ŵi (ĉ, ŷ) if ŷ /∈ Λ (ĉ)
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To summarize, under the scheme w∗i firm i will receive a transfer equal to ŵi (ĉ, ŷ)

if ŷ is consistent with at least n − 1 firms choosing their actions according to

α∗ (ĉ); otherwise, it will receive a transfer lower than ŵi (c
′, y′) for any c′ ∈ C

and y′ ∈ Λ (c′). The first component of ŵi, ŵ
1
i , punishes firm i whenever the

reported profit of each firm j 6= i is below Kj (ĉ), and the second component,

ŵ2
i compensates firm i for the difference between the expected profits of the other

firms and the expected value of ŵ1
i . The last component of firm i’s transfer depends

solely on the cost reports of firms j 6= i. Since each firm j reports ĉj before it

j 6= i observes ĉi and yj, firm i cannot influence the value of ŵ2
j through ĉi and ai.

This component is added so that it and ŵ2
i sum to zero across firms. Hence, for

all ĉ ∈ C and ŷ ∈ Λ (ĉ),

n∑
i=1

ŵi (ĉ, ŷ) =

(∑
j 6=i

λji (ĉ)

)
min (π̃i (ŷi, ĉ)−Ki (ĉ) , 0) ≤ 0.

The total expected transfer when each firm j choose
(
ρ∗j , α

∗
j , r
∗
j

)
is, therefore,

equal to

w∗i ≡
∑
j 6=i

∫
c

∫
ε

λij (c) min (πj (α∗ (c) , cj, ε)−Kj (c) , 0) dF (ε) dG (c) .

We show below that given w∗ it is a Nash equilibrium for each firm i to choose

(ρ∗i , α
∗
i , r
∗
i ) and that w∗i becomes arbitrarily small when κ converges to zero.

Lemma 2. If Assumptions 1-3 hold, then, for each firm i ∈ N , (ρ∗i , α
∗
i , r
∗
i ) maxi-

mizes ui (ρi, γi, ri;w
∗) with respect to all (ρi, γi, ri) ∈ Σi.

Proof of 2 . Note that for any c ∈ C and ε ∈ Ω, and for any cost-reporting

strategy ρi and action strategy γi for firm i

y
(
γi (ci) , α

∗
−i (ρi (ci) , c−i) , ε

)
∈ Λ (γi (ci) , c−i) .

Hence, if each firm j 6= i chooses
(
ρ∗j , γ

∗
j , r
∗
j

)
, then no matter what cost-reporting

and action strategies firm i uses, the outcome report profile following any any cost-

report profile ĉ will always belong to Λ (ĉ) so long as firm i reports its outcome

truthfully. Suppose firm i mis-reports its outcome after some cost report profile ĉ.
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If the resulting outcome report profile still belongs to Λ (ĉ), then firm i’s transfer

will be the same as what it would have obtained if it didn’t mis-report because

ŵi does not depend on ŷi. However, if the resulting outcome no longer belongs

to Λ (ĉ), then firm i will receive a transfer equal to minc∈C,y∈Λ(c) w
∗
i (c, y), which is

lower than what it would have received if it did not mis-report. Hence, when each

firm j 6= i chooses
(
ρ∗j , γ

∗
j , r
∗
j

)
, it is a best response for firm i to report its outcome

truthfully.

It is therefore sufficient to prove Lemma 2 if we prove that (ρ∗i , γ
∗
i ) maximizes

ui (ρi, γi, r
∗
i ;w

∗) with respect to all (ρi, γi). Define, for any firms i, j 6= i and for

any c ∈ C,

Hij (c, ai) ≡ λij (c)

∫
ε

min
(
πj
(
ai, α

∗
−i (c) , cj, ε

)
−Kj (c) , 0

)
dF (ε)

−
∫
ε

πj
(
ai, α

∗
−i (c) , cj, ε

)
dF (ε) . (16)

Substituting (15) and (16) into ui (ρi, γi, r
∗
i ;w

∗), we have

ui (ρi, γi, r
∗
i ;w

∗) =
n∑
j=1

πj (αρi,γi) +
∑
j 6=i

∫
c

Hij (ρi (ci) , c−i, γi (c)) dG (c)

+

∫
ci

ŵ2
i (ρi (ci)) dGi (ci) + δ (1− δ)−1 v∗i −

1

n− 1

∑
j 6=i

∫
cj

ŵ2
j (cj) dGj (cj) . (17)

The first term of (17) is the total expected cartel profit when firm i chooses (ρi, γi)

and each firm j 6= i chooses
(
ρ∗j , α

∗
j

)
. Since α∗ maximizes the total expected cartel

profit, this term is maximized when firm i chooses (ρ∗i , α
∗
i ).

Turning to the second term on the right-hand side of (17). For each c ∈ C and

ai ∈ Ai, Hij (c, ai) is differentiable in ai, with

∂Hij

∂ai
= Φ1

(
cj, α

∗
j (c)

)(
λij (c)

∂ỹj
∂ai
−
∂yj
∂ai

)
.

Note that by the definition of λ ((12) and (13)) and by Assumption 2, for any a′j

such that ∂yj
(
a′i, α

∗
−i (c)

)
/∂ai 6= 0,

λij (c) ≥
∂yj(a′i,α∗−i(c))

∂ai

∂ỹj(a′i,α∗−i(c),y′j(c))
∂ai

if and only if yj (α∗ (c)) ≥ yj
(
a′i, α

∗
−i (c)

)
. (18)
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Since yj is monotone in ai, ∂ỹj/∂ai = 0 if ∂yj/∂ai = 0. This, together with (18),

implies that
∂Hij (c, ai)

∂ai
≥ 0 if and only if ai ≤ α∗i (c) . (19)

Since Hij is continuous in ai, α
∗
i (c) ∈ arg maxai∈Ai Hij (c, ai) for any c ∈ C. Note

that by definition, for any ĉi ∈ Ci and any c−i ∈ C−i∫
ci∈Ci

ŵ2
i (ĉi) dGi (ci) = −

∑
j 6=i

∫
c

Hij (ĉi, c−i, α
∗
i (ĉi, c−i)) dG (c) .

Thus, for any ρi and γi,∫
ci∈Ci

ŵ2
i (ρ (ci)) dGi (ci) = −

∑
j 6=i

∫
c

Hij (ρ (ci) , c−i, α
∗
i (ρ (ci) , c−i)) dG (c) ,

≤ −
∑
j 6=i

∫
c

Hij (ρi (ci) , c−i, γi (ci, c−i) , ) dG (c) .

Thus, the sum of the second and third terms on the right-hand side of (17) is

maximized by any strategy (ρi, γi), including (ρ∗i , α
∗
i ) in particular, that satisfies

the condition that γi (ci, c−i) = α∗i (ρi (ci) , c−i). Since (ρ∗i , α
∗
i ) also maximizes the

first term of (17), ui (ρi, γi, r
∗
i ;w

∗) is maximized when (ρi, γi) = (ρ∗i , γ
∗
i ).

Lemma 3. Given any ζ > 0, there exists κ > 0 such that

n∑
i=1

w∗i ≥ −ζ

if the size of the demand shocks is smaller than κ.

Proof of 3. From (14) we have for all c ∈ C

λij (c) ≤ 1

(1− κη)
.

By the definition of Kj (c) we have

πj (α∗ (c) , cj, ε) < Kj (c)− 2κΦ1

(
cj, α

∗
j (c)

)
ȳj (α∗ (c))

if and only if

yj (α∗ (c) , ε) < ȳj (α∗ (c)) (1− κ),
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which by assumption occurs with probability less than or equal to κ.

Let

L1 = max
j,c,ε

Φ1

(
cj, α

∗
j (c)

)
yj (α∗ (c) , ε) ,

L2 = min
j,c,ε

(πj (α∗ (c) , cj, ε)−Kj (c)) ,

and

E1 =
{
ε|πj (α∗ (c) , cj, ε) ≥ Kj (c)− 2κΦ1

(
cj, α

∗
j (c)

)
ȳj (α∗ (c))

}
,

E2 =
{
ε ∈ Ω|πj (α∗ (c) , cj, ε) < Kj (c)− 2κΦ1

(
cj, α

∗
j (c)

)
ȳj (α∗ (c))

}
.

Then, we have for each firm j and each c ∈ C,∫
ε

min (πj (α∗ (c) , cj, ε)−Kj (c) , 0) dF (ε)

≥
∫
ε∈E1

−2κL1dF (ε) +

∫
ε∈E2

L2dF (ε)

≥ −2κL1 + Pr (yj (α∗ (c) , ε) < ȳj (α∗ (c)) (1− κ))L2

≥ −2κL1 + κL2.

Hence

n∑
i=1

w∗i =
n∑
i=1

∑
j 6=i

∫
c

∫
ε

λij (c) min (πj (α∗ (c) , cj, ε)−Kj (c) , 0) dF (ε) dG (c)

≥ n(n− 1)

1− ηκ
(−2κL1 + κL2) ,

which tends to zero as κ tends to zero.

4.3 Proof of Proposition 1

We are now in a position to prove Proposition 1. Note that the proposition is

obviously true when
∑n

i=1 πi
(
αNE

)
=
∑n

i=1 πi (α
∗). Suppose

∑n
i=1 πi

(
αNE

)
<∑n

i=1 πi (α
∗). Fix ζ > 0. By Lemma 3, we can pick κ so that when the demand

shock is smaller than κ,

∑
i

w∗i > max

(
−ζ,

n∑
i=1

(
vNi − πi (α∗)

))
. (20)
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Pick a vector d = (d1, ..., dn),
∑n

i=1 di = 0, such that for each firm i

πi (α
∗) + w∗i + di > vNi .

Pick δ∗ ∈ (0, 1) such that for each firm i, and for any ĉ ∈ C and ŷ ∈ Λ (ĉ)

ŵi (ĉ, ŷ) + di ≥ δ∗ (1− δ∗)−1 (vNi − (πi (α
∗) + w∗i + di)

)
. (21)

Given any δ ≥ δ∗, we define µ (ĉ, ŷ) and β (ĉ, ŷ) for any ĉ ∈ C, ŷ ∈ Λ (ĉ) as

follows. First, set

µ (ĉ, ŷ) ≡

∑n
i=1

(
(1− δ) δ−1

∑
j 6=i λij (ĉ) max (Kj (ĉ)− π̃j(ŷj, ĉ), 0)

)
∑n

i=1 (vNi − πi (α∗)− w∗i )
. (22)

By (20), µ (ĉ, ŷ) ∈ [0, 1] for all ĉ ∈ C and ŷ ∈ Λ (ĉ). Then, set the transfer payment

from firm i to firm j to be equal to

βij (ĉ, ŷ) ≡

 βneti (ĉ, ŷ)
min(βnetj (ĉ,ŷ),0)∑
k min(βnetk (ĉ,ŷ),0)

if βneti (ĉ, ŷ) > 0,

0 otherwise,
(23)

where

βneti (ĉ, ŷ) ≡ ŵi (ĉ, ŷ) + di − δ (1− δ)−1 µ (ĉ, ŷ)
(
v∗i − vNi

)
. (24)

Recall that we have defined µ (ĉ, ŷ) = 1 and βij (ĉ, ŷ) = 0 for any ĉ ∈ C and

ŷ /∈ Λ (ĉ). It is straightforward to check that for all ĉ ∈ C the continuation profit

of firm i as defined in (8) is equal to

wi (ĉ, ŷ) =

{
ŵi (ĉ, ŷ) + di if ŷ ∈ Λ (ĉ) ,

vNi if ŷ /∈ Λ (ĉ) .

Intuitively, for each ĉ ∈ C, ŷ ∈ Λ (ĉ), we choose µ (ĉ, ŷ) so that the expected value

to be destroyed from non-collusion is equal to the total transfer, and then choose

β (ĉ, ŷ) so that the individual transfer of each firm i is equal to ŵi (ĉ, ŷ) + di.

Note that for ĉ ∈ C, ŷ ∈ Λ (ĉ), wi (ĉ, ŷ) is only different from w∗i (ĉ, ŷ) by a

constant, and like w∗i , wi satisfies the condition that for any ĉ ∈ C, ŷ ∈ Λ (ĉ), and

ŷ′ /∈ Λ (ĉ)

wi (ĉ, ŷ) ≥ wi (ĉ, ŷ
′) .
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Since w∗ implements (ρ∗, α∗, r∗) by Lemma 2, so does w, meaning that (10) of

Lemma 1 is satisfied. And (21) implies (9) of Lemma 1 is also satisfied. Hence, for

any δ ≥ δ∗, the trigger-strategy profile characterized by (µ, β) is a perfect public

equilibrium.

Finally, by construction∫
c

∫
ε

wi (ci, y (α∗ (c) , ε)) dF (ε) dG (c) = w∗i .

Hence, firm i’s discounted payoff in the collusive state is

v∗i = πi (α
∗) + w∗i + di,

As
∑n

i=1w
∗
i > −ζ (Lemma 3), the total discounted cartel payoff is equal to

n∑
i=1

v∗i ≥ Π (α∗)− ζ.

5 Extensions

5.1 Multiple-market Collusion

In this section we briefly describe how our enforcement scheme can be generalized

to enforce a multi-market collusive agreement. Suppose that there are m markets,

denoted by l = 1, 2, . . . , m. Let M denote the set of markets. The stage-game

action, outcome, and profit of each firm i are then represented by vectors

ai = (ai,1, . . . , ai,m),

yi = (yi,1, . . . , yi,m),

ci = (ci,1, . . . , ci,m),

πi = (πi,1, . . . , πi,m).

Since the demands in different markets may be correlated, yi,l, firm i’s outcome

in market l, could depend on the whole vector a = (a1, ..., an).
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Recall that in the baseline model, given Kj (c) and the corresponding y′j (c)

(defined by (11)), the scaling factor λij (c) is characterized by the equation

λij (c) =

∂yj(α
∗(c))

∂ai

∂ỹj(α∗(c),y′j(c))
∂ai

when ∂yj (α∗ (c)) /∂ai 6= 0.

To extend our scheme to the multi-market case, we need to set a profit target,

Kj,l, and a set of scaling factors, {λij,l}i 6=j, for each firm j and for each market l.

But since each firm is producing more than one goods, it is possible that for some

firm i and some markets l and k,
∂yj,l(α

∗(c))

∂ai,l

∂ỹj,l(α∗(c),y′j,l(c))
∂ai,l

6=
∂yj,l(α

∗(c))

∂ai,k

∂ỹj,l(α∗(c),y′j,l(c))
∂ai,k

.

In this case λij,l will not be uniquely defined.

To avoid this problem, we assume that ai affects firm j’s outcome indirectly

through a real-valued function φij,l that maps each ai ∈ Ai into a real number

such that the outcome of firm j in market l can be written as

yj,l (φ1j,l (a1) , ..., φnj,l (an) , ε) .

We assume that yj,l is defined on Πn
i=1Fij,l × Ω, where Fij,l is a compact interval

that contains the range of φij,l, continuous, and differentiable in each set of the

values of φ1j,l, ..., φnj,l for almost all ε. Under this formulation we can think of

each firm i choosing a scaler φij,l instead of a vector ai. Let φj,l be the vector

(φ1j,l, ..., φnj,l) and φ−ij,l the vector φj,l minus φij,l. Let Fj,l denote Πn
i=1Fij,l and

F−ij,l denote Πi−1
k=1Fkj,l × Πn

k=i+1Fkj,l. We can then restate Assumptions 1-3 in

terms of φij,l instead of ai.

Assumption 1A. For any i, j ∈ N , i 6= j, and any l ∈ M, yj,l is monotone in

φij,l, and whether yj,l increases or decreases in φij,l is independent of ε.

Assumption 2A. For any i, j ∈ N , i 6= j, l ∈M, φ′ij,l, φ
′′
ij,l ∈ Fij,l, φ−ij,l ∈ F−ij,l,

and y′j,l ∈ <+,
∂ỹj,l(φ′ij,l,φ−ij,l,y′j,l)

∂φij,l

∂yj,l(φ′ij,l,φ−ij,l)
∂φij,l

≤
∂ỹj,l(φ′′ij,l,φ−ij,l,y′j,l)

∂φij,l

∂yj,l(φ′′ij,l,φ−ij,l)
∂φij,l

, (25)
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whenever yj,l (φj,l(a
′
i, a−i), ε) ≥ yj,l (φj,l(a

′′
i , a−i), ε) for all ε and the denominators

on both sides of the inequality are non-zero.

Assumption 3A. There exists some finite η > 0 such that for each φj,l ∈ Fj,l,∣∣∣∣∂yj,l (φj,l, ε)∂φij,l

∣∣∣∣ ≤ η

∣∣∣∣∂yj,l (φj,l, ε)∂φij,l

∣∣∣∣ for almost all ε ∈ Ω.

A multi-market version of Proposition 1 can be established following the same

steps in Section 4 with Assumptions 1A-3A replacing Assumptions 1-3. Intuitively,

although firm i’s action is multi-dimensional—firm i can chooses higher actions in

some markets and lower ones in others—its impact on yj,l remains one-dimensional

through the function φji,l. Note that each firm i will now be punished when the

profit of firm j in any market l falls below the profit target for that market. Hence,

in this case we will have

ŵ1
i (ĉ, ŷ−i) ≡

∑
j 6=i

m∑
l=1

λij,l (ĉ) min (π̃j,l (ŷj,l, ĉ)−Kj,l (ĉ) , 0) .

The assumption that ai can influence yj,l indirectly through φij,l is naturally

met in the multi-market version of Examples 3-4 because in those examples the

demand shock is a scalar in each yj. When there there are multiple demand

shocks in the outcome of a firm, the assumption means that different components

of firm i’s action cannot be subject to different random shocks. For example, in

the multi-market version of Example 1 we would need to have

yi (a, ε) = εi0 +
n∑
j=1

εij

m∑
k=1

lj,kaj,k.

The coefficient of the individual components of aj, lj,k, k = 1, ...,m, cannot be

random variables.

5.2 Supportable action profiles

Our enforcement mechanism exploits the fact that α∗ maximizes the total cartel

payoff. Obviously, by assigning different weights to different firms, we can im-

plement other outcomes on the Pareto frontier. More interestingly, we can also
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apply a different set of weights to different firms. For example, when there are two

firms, we can apply a weight of 2 to π1 and a weight of 1 to π2 when we calculate

the transfer of firm 1 but a weight of 1 to π1 and a weight of 2 to π2 when we

calculate the transfer of firm 2. Doing so allows us to implement outcomes within

the Pareto frontier. This could be potentially important because when δ is low it

could be that only inefficient outcomes can be maintained in equilibrium.

Let

Ψi ≡

{
(θ1, θ2, . . . , θn)

∣∣∣∣∣ θi > 0, θj ≥ 0 for each j 6= i, and
n∑
j=1

θj = 1

}

denote the set of weights that sum to one, and assign strictly positive weight to

firm i and nonnegative weight to each firm j 6= i.

Definition 1. A cost-action profile α : C → A is supportable if, for each i, there

exists a set of weights θi = (θi1, θ
i
2, . . . , θ

i
n) in Ψi such that for each c ∈ C, αi(c)

maximizes
n∑
j=1

θij

∫
ε∈Ω

πj (ai, α−i(c), cj, ε) dF (ε) .

Following the steps in Section 4, we can construct a trigger-strategy per-

fect public equilibrium in which a cost-action profile α : C → A supported by

(θ1, θ2, . . . , θn) is played in the collusive state. The only change is that we need to

adjust each λij(c) to reflect the different weights assigned on firm i’s and firm j’s

profits. For yj that decreases in ai, we define

λij (c) =


supa′i∈B1

ij(c)
(θii)

−1θij

∂yj(a
′
i,α−i(c))
∂ai

∂ỹj(a′i,α−i(c),y′j(c))
∂ai

if B1
ij (c) is non-empty;

0 otherwise.

For yj that decreases in ai, we define

λij (c) =


supa′i∈B2

ij(c)
(θii)

−1θij

∂yj(a
′
i,α−i(c))
∂ai

∂ỹj(a′i,α−i(c),y′j(c))
∂ai

if B2
ij (c) is non-empty;

0 otherwise.
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To further clarify the idea of supportable action profiles, we characterize the

set of supportable action profiles in a Bertrand duopoly example. Let pi denote

the price of firm i. For simplicity we assume that the firms always have zero

production cost, and each firm i has an expected demand

q̂i(pi, pj) = max (1− pi + ljpj, 0) ,

where lj ∈ (0, 1). Consider some (θ1, θ2) with θi = (θi1, θ
i
2) ∈ Ψi for each i. Note

that pi maximizes the total weighted expected profits

θiipiq̂i(pi, pj) + θijpj q̂j(pi, pj)

if and only if

θii − 2θiipi + ljpj = 0.

Solving for θii yields

θii =
ljpj

2pi − 1
.

The constraints 0 < θ1
1 ≤ 1 and 0 < θ2

2 ≤ 1 translate into

1− 2p1 + ljp2 ≤ 0 and 1− 2p2 + ljp1 ≤ 0. (26)

The nonnegativity constraints q̂1 ≥ 0 and q̂2 ≥ 0 require that

1− p1 + ljp2 ≥ 0 and 1− p2 + ljp1 ≥ 0. (27)

The set of supportable pairs (p1, p2) is the quadrangle bounded by the four in-

equalities in (26) and (27). Note that the left-hand sides of the inequalities in (26)

are the marginal profits of the two firms. Hence, any pair of prices such that each

firm’s price is higher than its best response but lower than the zero-output price

is supportable.

5.3 Non-monetary transfers

Instead of using direct monetary transfers a cartel may adjust future quotas to

implement our enforcement mechanism. In this section we illustrate the idea with
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a simple example. Suppose there are two firms, each with zero production cost.

We suppress the arguments ci and ĉi throughout this section. Since production

cost is constant, ŵi (ŷ) reduces to

ŵi (ŷ) = −λij max (Kj − π̃j (ŷj) , 0) .

Hence

v∗i =

∫
ε

πi (α
∗, ε)− λij max (Kj − πj (α∗, ε) , 0) dF (ε)

for each firm i.

Suppose that, in addition, there are two supportable (degenerated) cost-action

profiles α1 and α2. For each k = 1, 2, we use Kk
j and λkij to denote the corre-

sponding profit target and scaling factor for action profile αk, respectively. Let

vki =

∫
ε

πi
(
αk, ε

)
− λkij max

(
Kk
j − πj

(
αk, ε

)
, 0
)
dF (ε)

for each firm i. Let Λk denote the set of outcome profiles with positive densities

when there is at most one firm i that does not choose αki . We assume further that,

for each k ∈ {1, 2, ∗} and each ŷ ∈ Λ ∪ Λ1 ∪ Λ2, there exist four nonnegative real

numbers pk1 (ŷ), pk2 (ŷ), pk∗ (ŷ), and pkN (ŷ) that sum to one and satisfy∑
j∈{1,2,∗,N}

pkj (ŷ) vj1 = v∗1 − δ−1(1− δ)ŵ1 (ŷ) , (28)

∑
j∈{1,2,∗,N}

pkj (ŷ) vj2 = v∗2 − δ−1(1− δ)ŵ2 (ŷ) , (29)

This condition requires that for any ŷ ∈ Λ ∪ Λ1 ∪ Λ2, the vector(
v∗1 − δ−1(1− δ)ŵ1 (ŷ) , v∗2 − δ−1(1− δ)ŵ2 (ŷ)

)
belongs to the convex hull of v1, v2, v∗, and vN . Intuitively, this condition is more

likely to be met if for each i = 1, 2,

vii − v∗i =

∫
ε

πi
(
αi, ε

)
− λiij max

(
Ki
j − πj

(
αi, ε

)
, 0
)
dF (ε)− v∗i

is large. In that case a cartel can transfer profits from firm i to firm j by switching

to αj. Formally, consider the following repeated-game strategy profile. There are
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four states, denoted by ∗, 1, 2, and N , respectively. In the first period the firms

start in state ∗. In each state k ∈ {∗, 1, 2}, the firms play αk in the current period,

report their profits truthfully, and switch to state j ∈ {∗, 1, 2, N} with probability

pkj (ŷ). In state N , the firms play the state-game Nash equilibrium forever. The

average discounted payoff for firm i in state k is vki . Assuming that firm i, currently

in state k ∈ {1, 2, ∗}, is going to follow its strategy from the next period onwards,

its objective in the current period is to choose ai to maximize

(1− δ)
∫
ε

πi
(
ai, α

k
j , ε
)
− λkij max

(
Kk
j − πj

(
ai, α

k
j , ε
)
, 0
)
dF (ε) + δv∗i .

By the discussion in Section 5.2, this expression is maximized by αki . It then

follows from the standard one-step-deviation-proof argument that the strategy

profile is a perfect public equilibrium.

6 Concluding Remarks

In this paper we describe how a cartel can enforce a collusive agreement by con-

structing penalties that tie a firm’s continuation profit with the current profits of

the other firms’ profits. We show that for this approach to work it is not neces-

sary for a firm’s continuation profit to increase one to one with the total profits

of the other firms, as in a standard Clark-Grove mechanism. Instead, for a wide

set of stochastic demand systems, it is sufficient that a firm’s continuation profit

is increasing in proportion with the upper-truncated profit functions of the other

firms. The truncation imporves the cartel profit. We show that when demand

shocks are small, the cartel profit will be closed to the monopoly profit.

This approach, we believe, has three nice features. First, because any form

of cheating by a firm, whether by lying about cost or secretly lowering price,

must inevitably harm the profits of the firms, it is particularly well-suited to an

environment where neither costs nor prices are publicly observed. Second, because

the penalty of a firm depends only on the profits of the other firms, a firm would

have no incentive to lie about its sales under our approach. This avoids the

complications that would have arisen if a firm’s continuation profit is tied to its
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own sales report, as in Harrington and Skrzypacz (2011). Finally, the approach is

very robust. It applies to both price and quantitiy competition, and can be easily

generalized to allow the firms to collude in more than one price.

One common criticism against models of repeated games is that the strategies

are too complex to be relevant in reality. In our case, while the actual equilibrium

strategies are complicated, the idea of internalizing the externalities of a firm’s

action by holding it responisble for the profits of the other firms is simple and

intuitive. Indeed, as Harrington (2006), Harrington and Skrzypacz (2011), Suslow

(2005) have documented compensation schemes where firms that sell above quotas

are required to compensate firms that sells below are common among cartels in

the real world. Suslow (2005) finds that cartels that used some type of self-

imposed penalty schemes were more stable. Our theoretical exercise shows that

the underlying logic of our argument is sound in a very general setting. While

in reality firms may not get the incentives exactly right, a reasonably calibrated

compensation scheme, similar to the ones documented in the empirical literature,

probably can go a long way to eliminate the incentives to cheat.

A Appendix

We will show that Examples 3 and 4 satisfy Assumption 2. In these examples,

firm i’s outcome can be written as

yi (a, ε) = νi (ai)hi (χi (a) + εi) ,

where hi is increasing and χi monotone. Specifically, in Example 3, hi (x) equals 0

when x ≤ 0 and equals x when x > 0, χi =
∑n

j=1 lijaj, and νi (ai) = 1. In Example

4, hi (x) = −1/x, χi = −
∑n

j=1 exp(−ljaj), νi (ai) = exp(−liai), and εi = −ε.
Since a−j and νi (ai) are to be treated as constants throughout, we will suppress

them in the following to simplify notations. With a slight abuse of notation, let

Fi, fi, and [εi, εi] denote the distribution, density, and support of εi, respectively.

Recall that we assume fi is strictly positive, differentiable, and log-concave for

any εi ∈ [εi, εi]. Let

mi (yi, aj) ≡ h−1
i (yi)− χi(aj).
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We can write the distribution of yi as

Gi (yi, aj) = Fi (mi (yi, aj) ) .

Let ymax
i ≡ maxa∈A yi (a, εi). Through changing variables and integration by parts,

we have

yi (aj) =

∫ ymax
i

0

yidGi (yi, aj) = ymax
i −

∫ ymax
i

0

Gi (yi, aj) dyi;

ỹi (aj, y
′
i) =

∫ ymax
i

0

min (yi, y
′
i) dGi (yi, aj) = y′i −

∫ y′i

0

Gi (yi, aj) dyi.

Hence, for any aj such that ∂yi (aj) /∂aj 6= 0,

R (aj) ≡
∂ỹi(aj ,y′i)

∂aj

∂yi(aj)

∂aj

=

∫ y′i
0

∂Gi
∂aj
dyi∫ ymax

i

0
∂Gi
∂aj
dyi

=

∫ y′i
0
fi (mi (yi, aj) ) dyi∫ ymax

i

0
fi (mi (yi, aj) ) dyi

≥ 0.

Suppose ∂ỹi (aj, y
′
i) /∂aj 6= 0. In this case, we can write

R (aj) =
1

1 + R̂ (aj)
,

where

R̂ (aj) ≡

∫ ymax
i

y′i
fi (mi (yi, aj) ) dyi∫ y′i

0
fi (mi (yi, aj) ) dyi

.

Differentiating R̂ with respect to aj, we obtain

dR̂(aj)

daj
= χ′i(aj)R̂ (aj)

∫ y′i0
f ′i (mi (yi, aj) ) dyi∫ y′i

0
fi (mi (yi, aj) ) dyi

−

∫ ymax
i

y′i
f ′i (mi (yi, aj)) dyi∫ ymax

i

y′i
fi (mi (yi, aj) ) dyi

 .

(30)

Let

γ1(yi, aj) ≡
fi (mi (yi, aj) )∫ ymax

i

y′i
fi (mi (yi, aj) ) dyi

;

γ2(yi, aj) ≡
fi (mi (yi, aj) )∫ y′i

0
fi (mi (yi, aj)) ) dyi

.
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Since h is increasing and f is log-concave, f ′i(mi(yi, aj))/fi(mi(yi, aj)) is decreasing

in yi. Hence the bracketed term on the right-hand side of (30) is equal to∫ y′i
0
f ′i (mi (yi, aj) ) dyi∫ y′i

0
fi (mi (yi, aj) ) dyi

−

∫ ymax
i

y′i
f ′i (mi (yi, aj)) dyi∫ ymax

i

y′i
fi (mi (yi, aj) ) dyi

=

∫ y′i

0

γ2(yi, aj)
f ′i (mi (yi, aj) )

fi (mi (yi, aj) )
dyi −

∫ ymax
i

y′i

γ1(yi, aj)
f ′i (mi (yi, aj))

fi (mi (yi, aj) )
dyi

≥ f ′i (mi (y
′
i, aj) )

fi (mi (y′i, aj) )

(∫ y′i

0

γ2(yi, aj)dyi −
∫ ymax

i

y′i

γ1(yi, aj) dyi

)
= 0.

Thus, dR̂/daj ≥ 0 if and only if χ′i(aj) ≥ 0. Since dR/daj and dR̂/daj have

opposite signs, dR/daj ≤ 0 if and only if χ′i(aj) ≥ 0.

We need to prove that for any a′j and aj such that R
(
a′j
)

and R (aj) are

well-defined, R
(
a′j
)
≤ R (aj) if and only if yi

(
a′j
)
≥ yi (aj). We focus on the

case where χ′i(aj) ≥ 0. The case for χ′i(aj) ≤ 0 is similar and omitted. Suppose

χ′i(aj) ≥ 0 and a′j ≥ aj. Suppose that R (aj) = 0. Since fi (εi) has strictly positive

for any εi ∈ [εi, εi], and yi(aj, εi) ≥ 0 implies that mi (0, aj) ≤ εi, we must have

mi (y
′
i, aj) ≤ εi. Since mi is decreasing in aj, it follows that mi

(
y′i, a

′
j

)
≤ εi and

R
(
a′j
)

= 0. Suppose that R (aj) > 0 and R
(
a′j
)

= 0. Then clearly R
(
a′j
)
<

R (aj). Finally, suppose that both R (aj) > 0 and R
(
a′j
)
> 0. Then R

(
a′′j
)
> 0

for all a′′j ∈
[
aj, a

′
j

]
. From the argument in the last paragraph, dR/daj is defined

and negative for all a′′j ∈
[
aj, a

′
j

]
. Hence, in this case R

(
a′j
)

must also be less than

R (aj).
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